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Abstract
Self-driving cars can revolutionize transportation systems,
offering the potential to significantly enhance efficiency
while also addressing the critical issue of human fatalities
on roadways. Hence, there is a need to investigate meth-
ods to enhance self-driving technologies through end-to-end
learning techniques. In this paper, we investigate methodolo-
gies that integrate Convolutional Neural Networks (CNNs)
to enhance self-driving consistency through real-time ve-
locity and steering estimation. We extend an end-to-end
state-of-the-art learning solution with real-time speed data
as additional model input to refine reliability. Specifically, our
work integrates an optical encoder sensor system to record
car speed during training data collection, ensuring the throt-
tle can be regulated during model inference. An end-to-end
experimental testbed is deployed on the Chameleon cloud
using CHI@Edge infrastructure to manage a 1:18 scaled car,
equipped with a Raspberry Pi as its onboard computer. Fi-
nally, we provide guidance that facilitates reproducibility
and highlight the challenges and limitations of supporting
such experiments.

CCS Concepts: • Computer systems organization →
Robotic autonomy.
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1 Introduction
Self-driving cars can potentially improve transportation ef-
ficiency and reduce human fatalities – provided they have
access to significant processing power and large amounts
of data [11]. A current limitation of end-to-end learning is
that models are often trained to only predict steering while
maintaining constant velocity. This limitation can be avoided

Figure 1. Speed Measuring Sensor Module used as optical
encoder sensor and Pi-Racer, embedded with a Raspberry Pi
4 and camera.

by using an optical encoder sensor to observe car speed by
tracking wheel revolutions and then controlling speed by
regulating throttle and power sent to the motor. However,
a speed-predicting end-to-end model has only been tested
in simulation [12]. The Donkey Car self-driving project [7]
utilizes a CNN to predict steering and throttle to drive a scale
model car using human-collected data. Predicting a throttle
percentage is problematic, as the power sent to the motor
will have a varying effect on the car’s speed depending on
the road environment and the motor’s capabilities. Thus, a
key question driving this research is whether using end-to-
end learning for current speed prediction will result in fewer
errors and increased accuracy on varying surface conditions.
In this paper, we replicated and extended a similar end-

to-end autonomous driving CNN solution [1], albeit at a
smaller scale, with the goal to enhance self-driving consis-
tency through real-time velocity and steering estimation. We
introduce additional model input to refine reliability through
an optical encoder sensor, specifically designed to record car
speed during training data collection and to regulate throttle
during model inference. Figure 1 illustrates a speed measur-
ing sensor module which we used as optical encoder sensor
embedded with a Raspberry Pi 4 and camera within the PI-
Racer [3] car kit. When configuring a small-scale car with
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multiple sensors, optical wheel encoders were shown to sig-
nificantly increase the accuracy of position estimation in
autonomous driving compared to an inertial measurement
unit [2]. Moreover, by leveraging shared resources on the
Chameleon Cloud testbed [6], we were able to efficiently
conduct the project without the need of expensive in-house
hardware. Our work also guarantees practical reproducibil-
ity of our experimental pipeline. Finally, we packaged the
code for the experiment into an artifact publicly accessible
on Chameleon’s Trovi [9] sharing platform. The remainder
of this paper is organized as follows: in Section 2, we discuss
our approach, and present details in the implementation. In
Section 3, we present the evaluation of our work. Section 4
we discuss difficulties encountered during the experiment
and outline how our experiment can be reproduced. Lastly,
we conclude the paper.

2 Approach
Authors in [1] demonstrated that a CNN trained on 72 hours
of real driving data could operate in a real-road setting with
98% precision. Our approach is based on this work and its
replication, resulting in a 1:18 scale car equipped with a
Raspberry Pi 4 as its onboard computer, collecting data by
driving the car around an oval track. Our first goal was to
achieve similar results to this work, and then to extend their
experiments to achieve fully autonomous driving on multi-
ple surface environments. To accomplish this, we equipped
the car with an optical encoder sensor to measure current
speed. The optical encoder was attached to the drive shaft
of the car. The small size of the car prevented us from di-
rectly fitting encoders on the wheels, as mentioned in [2].
Figure 2 illustrates how the optical encoder was attached to
the car. Specifically, our proposed solution to the problem
of autonomous speed control is the Velocity Model, which
uses the same CNN structure as the default model packaged
with Donkey Car (the Linear model), but it is trained to pre-
dict the current speed of the car based on the image input,
while the default Linear model predicts throttle percentage.
Furthermore, to measure performance on different road sur-
faces, we created two tracks: the default track (see Figure 3a)
consists of two lines of orange tape on carpet flooring, and
the Waveshare track (see Figure 3b) which is an orange-lined
track printed on a mat laid out on the floor [3].

By ensuring that the models are built using the same CNN
structure, we control for model complexity. Additionally, the
models are trained on the same dataset. We anticipate that
the model performance should be independent of battery
percentage, and that the performance is improved on dif-
ferent surfaces compared to the control. Furthermore, we
aim to learn to be more cautious and, as a result, have fewer
errors. Figure 4 illustrates our solution architecture and the
I/O structure for Velocity Model. Essentially, the optical en-
coder is used to capture the car’s current speed during data

Figure 2. Encoder is attached to internal drive shaft (ob-
scured by orange tape) and connected back to the Raspberry
Pi

(a) Default track (b)Waveshare track

Figure 3. Two different oval tracks were utilized for the
experiments.
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Figure 4. Solution Architecture, I/O structure for Velocity
model.

collection. Then, we train a CNN to predict steering angle
and the car’s current speed based on the image captured by
the camera. During inferencing, we compare the predicted
speed versus the actual speed observed by the encoder and
make adjustments to the throttle as necessary to speed up
or slow down the car so that it matches the speed predicted
by the model.

3 Evaluation
The components of the car were purchased as part of the
Waveshare PiRacer Pro AI Kit [3]. This kit includes all the
required components for our experiment: Raspberry Pi 4, a
compatible camera, the Waveshare track, a remote controller
for human-controlled driving, as well as the physical parts
of the car, all for around $250 USD. We believe this relatively
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low cost is desirable for an entire small-scale self-driving
testbed. We tested the models on both tracks (Figure 3). The
car was allowed to autonomously drive for 10 minutes at a
time for 5 trials. An error is defined as both front wheels of
the car leaving the track or the car stopping for more than
5 seconds. Successful laps are defined as full laps around
the track completed with zero errors. The accuracy of the
models was calculated using an autonomy score:

Autonomy Score = 1 − Number of Errors
Number of Laps

(1)

Equation 1 outputs an autonomy score that shows how well
a model could complete a full lap without error. The auton-
omy value was at or near 1.0 for both models on the default
track (Figure 5a). On the other hand, in the Waveshare track,
Velocity averaged 473% higher autonomy than Linear (Figure
5b). On the default track, the models made little or no errors
(Figure 6a). On the Waveshare track, Linear made 7.27× as
many errors as Velocity (Figure 6b).

Trial 1 Trial 2 Trial 3 Trial 4 Trial 5

Velocity Linear

0.000.250.500.751.00

Autonomy S
core (%) 

(a) Autonomy Default track

Trial 1 Trial 2 Trial 3 Trial 4 Trial 50.000.250.500.751.00 Velocity Linear

Autonomy S
core (%) 

(b) Autonomy Waveshare track

Figure 5. Results show few or no errors on the default track,
whereas on the Waveshare track, the Linear model made
7.27× as many errors as Velocity. Autonomy is a percentage
score showing for what percentage of a lap the car drove on
the road. Trial 4 of the linear model on the Waveshare track
shows an outlier where the car was able to drive well for a
sustained time, which it was unable to attain in other trials.

Errors were recorded on both the default and Waveshare
tracks during a 10-minute period. On the default track, suc-
cessful laps using the Linear model were 2.11 times quicker
than with Velocity (Figure 7a). On the Waveshare track, this
ratio was 2.85 (Figure 7b). Over the course of 5 trials, the ve-
locity model successfully completed 1.86 times as many laps
on theWaveshare track as the linear model. Considering that

Trial 1 Trial 2 Trial 3 Trial 4 Trial 50.000.250.500.751.00 Velocity (normal surface) Linear (normal surface)

Number of 
Errors

(a) Number of Errors: Default track

Trial 1 Trial 2 Trial 3 Trial 4 Trial 5010203040

Number of 
Errors

Velocity (Waveshare track) Linear (Waveshare track) 

(b) Number of Errors: Waveshare track

Figure 6. Errors made on default and Waveshare tracks
respectively in a 10 minutes period.

Trial 1 Trial 2 Trial 3 Trial 4 Trial 5010203040
Number of 
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(a) Default track

Trial 1 Trial 2 Trial 3 Trial 4 Trial 5010203040

Number of 
Laps

Velocity (Waveshare track) Linear (Waveshare track) 

(b) Waveshare track

Figure 7. Successful laps completed on default and Wave-
share tracks respectively in a 10 minutes period. This plot
gives insight into which track allowed for faster laps.

the velocity model also achieved a 473% higher autonomy
score than the linear model, we can observe that the velocity
model, when operating on track surface conditions different
from the environment it was trained on, outperformed the
linear model in reliability, despite both models being trained
on the same dataset.
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4 Experimental Methodology and
Reproducibility

In this section, we will explain how our experiment can
be reproduced. First, one must purchase and assemble the
small-scale car. In the AutoLearn education module [4], a
detailed guide for purchasing and assembling the physical
components of the car is outlined in the instruction guide
[10]. This instruction guide also outlines the setup process
for connecting the Raspberry Pi to CHI@Edge. Finally, an ar-
tifact containing the code needed to run the experiment can
be accessed on Trovi [5], Chameleon’s artifact sharing plat-
form. Conducting this experiment was not without difficulty.
Working with physical components can be time-consuming,
as required parts must be ordered and delivered, and inconsis-
tent, as parts can break or wear down. Making modifications
to the vehicle, like we did with the encoder, can also add an
additional layer of variability that we would be unable to
control in subsequent iterations of this experiment.

Despite these difficulties, our experimental workflow, once
the physical components were set up, was streamlined by the
use of shared resources on Chameleon, which facilitated the
experimentation through the utilization of the shared GPU
resources provided by the infrastructure. Since we needed
to train multiple self-driving models on large amounts of
data, this would have taken excessive amounts of time if we
only had access to our laptops or even basic CPUs. By using
Chameleon, we could reserve a GPU for a period of time,
complete model training, and then load the trained models
back onto the Raspberry Pi. Finally, our consideration of
reproducibility while conducting the experiment not only
made our end result more useful to future researchers, but
it also helped us backtrack through our workflow while
working on the experiment.

5 Conclusions
In order to ensure safe autonomous driving, neural networks
must be able to properly control speed. We presented a com-
parison of two different methods for controlling the steering
and speed of a scale-model car with a CNN. Our proposed
solution, which predicts the current speed of the car, resulted
in 7.47 times fewer errors than a model of the same structure
that predicts throttle percentage. These results demonstrate
that a velocity-dependent model is better suited for safety in
autonomous driving. Future work will involve examining the
trade-offs between model accuracy and car speed, as high-
lighted in previous studies such as [8]. By exploring these
dynamics, existing models can be refined and more robust
autonomous driving systems capable of navigating diverse
environments with precision can be developed. Additionally,
further experimental setups on the Chameleon testbed using
CHI@Edge computing infrastructures with complex real-
world implementation and the integration of other optical

encoder sensor systems for real-time speed data collection
can be explored to ensure accurate model predictions.
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